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Estimation and of Application of Elasticity Equations for Health, Physical Activity 

and CO2 Emissions for PLACE3S 
 
This memo outlines the analysis approach to derive elasticities of CO2 emissions and 
physical activity with respect to land use, for application in the PLACE3S framework. 
 
CO2 Emissions 
 
This analysis will be based on the 1999 PSRC Household Travel Survey data, as well as 
parcel-based land use measures that have already been attached to this data and analyzed 
in previous studies. Fully geocoded travel diary data is available for 5,766 King County 
residents. In a project for Washington State DOT (2005), this same data was used to 
estimate the effect of land use variables on mode choice for various trip purposes. In the 
King County Land Use, Transportation, Air Quality and Health (LUTAQH) study, 
described in Frank, et al. (2006), the same survey data was used to estimate regression 
models of land use effects on NOX and VOC emissions.  
 
The data on CO2 emissions per auto trip was generated in much the same way that the 
NOX and VOC data were generated. Unlike those pollutants, however, the CO2 emission 
rate does not vary depending on the temperature of the catalytic converter or when the 
vehicle was last used, so it is directly proportional to the rate of fuel consumption. Fuel 
consumption rate has three main components: 
 

• Vehicle-miles traveled 
• Vehicle speed and acceleration patterns 
• Vehicle fuel efficiency 

 
The vehicle miles traveled at various speeds during each survey trip was estimated by 
tracing the assigned route path through the PSRC congested highway network for the 
appropriate time period of the day. The assigned highway path gives the distance and 
estimated congested speed along each link in the network, and fuel use is calculated 
based on those link-specific measures. No account is given to the fuel efficiency of 
different vehicle types, so each trip is treated as if made in an ‘average’ vehicle. There are 
three reasons why vehicle type is not incorporated into the CO2 emissions: 
 

• PSRC did not provide data on the vehicle type used for each trip. 



• No local government agencies predict changes in vehicle types as part of their 
future year land use and travel forecasts. 

• It is unlikely that changes in land use cause direct shifts in the mix of the vehicle 
fleet, although there may be longer-term indirect effects that would be difficult to 
estimate. 

 
Table 1 lists the variables proposed for the analysis. The main dependent variable is the 
estimated CO2 emissions generated during a person-day, added across all vehicle trips in 
the survey, dividing the emissions for each trip by the number of passengers in the 
vehicle to avoid double-counting. 
 
Table 1: Variables to be used in the CO2 emissions analysis 
Main dependent 
variable 

• CO2 emissions, summed across all trips that a person 
made as a vehicle driver during the survey diary day 

Demographic 
variables 

• Gender 
• Age group 
• Employment/student status 
• Education level 
• Household income 
• Race/ethnicity 
• Household composition 

Land use and 
infrastructure variables 

• Nearby employment of various classes* 
• Nearby residents in various housing types* 
• Nearby street intersections* 
• Nearby transit stops* 
• Nearby intensity of land use (FAR)* 
• Distance to the nearest transit stop  

Possible related 
independent variables 

• Number, minutes, or miles of walk and bike trips 
reported by the person for the survey diary day 

• Number, minutes, or miles of transit trips reported by 
the person for the survey diary day 

* These variables can be included in analysis as the number within a certain buffer area, the density within 
a certain buffer area, and/or a combination of several, such as a mixed use index. 
  
The first model to be estimated will attempt to explain CO2 emissions solely as a 
function of person- and household-specific demographic variables, using relevant 
categories of the variables listed in the table. Models will be estimated using linear 
regression, testing any reasonable transformations of the dependent variable (e.g. 
logarithmic) that may improve the model fit. 
 
Next, similar models will be estimated adding in various land use and infrastructure 
variables, as listed in the table. Including these variables only after a model has been 
estimated on demographic factors serves two main purposes: (1) it demonstrates how 
much explanatory power the land use factors have relative to the demographic factors, 
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and (2) since land use and demographic variables tend to be correlated, controlling for 
demographic effects prevents them from being spuriously attributed to land use variables. 
 
Defining useful land use and infrastructure variables is more complex than in the more 
typical case of demographic variables. For one thing, land use needs to be measured 
within a specific radius to have a meaningful interpretation. A typical approach is to use a 
buffer area with a radius of 1 km or 0.5 miles around the home location, which 
encompasses the distance of most walk trips, and use a GIS to aggregate parcel-based 
data within the buffer area. A typical approach is also to base the buffer distance on a 
simple measure such as orthogonal distance or crow-fly distance computed using XY 
coordinates.  The buffers used here were generated using a more sophisticated approach, 
using the walkable street network to measure 1 km walking distance from the household 
in any direction. In this way, the size and composition of the buffer area is itself sensitive 
to infrastructure in the form of the street network, with more direct and connected street 
patterns yielding larger buffer areas with more destinations within walking distance, all 
else equal.  
 
All of the land use variables in Table 1 were measured using the 1 km walk distance 
buffer around each respondent’s home location, as measured above. Using various 
transformations of these measures, it can be possible to create different land use-related 
variables that are not too highly correlated with each other and thus can show 
independent effects in analysis (correlation between “independent” land use variables in 
model estimation is a common problem in this type of analysis).  Some variables that will 
be tested in this study include: 
 
The area of the 1km walking distance 
buffer (square km) 

This measures connectivity versus circuity 
in the street network. 

The density of street intersections 
within the buffer (# / square km) 

This measures connectivity versus 
sparseness in the street network. 

The distance to the nearest transit stop 
(km) 

This measures convenience of transit 

The density of transit stops within the 
buffer (# / square km) 

This measures opportunity to use various 
transit routes 

Retail and service jobs within the 
buffer (#) 

This measures shopping/personal business 
attractions that can be reached by foot 

Retail floor area ratio (FAR) within the 
buffer 

This measures the intensity of retail 
attractions 

Residential density within the buffer 
(units / square km) 

This measures the intensity of residential 
attractions 

Mixed use measure (increases in value 
as # of jobs of various types in the 
buffer becomes more balanced 

This measures the mixed use balance 
between housing and various types of jobs / 
land uses 

 
Most of these variables could be tested in various forms, such as using density measures 
versus absolute number within the buffer (the buffers are not all the same size, so using 
absolute values will incorporate both the buffer size effect and the density effect). 
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If correlation between variables is a persistent problem that prevents satisfactory 
estimation of independent effects, we can try the approach of estimating separate models 
including only one of the correlated variables at a time, and then using the separate 
estimation results to constrain the variables to have appropriate relative weights in a 
single combined estimation. This is a method for specifying a ‘walkability index’, as has 
been used in the previous (Frank et al., 2006) study.  
 
Since CO2 emissions is strongly related to vehicle use, it may also be interesting to create 
and analyze dependent variables from the travel diary data that are the “flip side” of 
vehicle use—namely participation in walk, bike and transit trips, as shown at the bottom 
of Table 1. Participation can be measured as the number of trips, the miles traveled, or 
the minutes spent traveling. From the standpoint of physical health and exercise, the latter 
is probably the most relevant, since a minute of cycling should count at least as much as a 
minute of walking. Note, however, that most walking and cycling that is done purely for 
recreational purposes will not be captured in the travel diary, since it was designed 
mainly to capture utilitarian travel. 
 
Physical Activity, Body Mass Index, and Obesity 
This analysis will be based on the data set collected for the Neighborhood Quality of Life 
(NQLS) study, with data collected for 1,228 King County adults during 2002 and 2003. 
The same type of buffer-based parcel data was attached to this data as was used in the 
LUTAQH study. So, all of the independent demographic and land use variables described 
above for the CO2 analysis will be used in this analysis as well. The main difference in 
this analysis relative to the CO2 analysis will be the dependent variables analyzed. Table 
2 contains a list of the dependent variables to be tested. Logarithmic or other 
transformations of those same variables will also be tested.  
 
Table 2: Dependent variables to be used in the analysis 
Transportation-related 
physical activity 

Respondents were asked the number of days in the previous 
week they walked and/or biked at least 10 minutes at a time, as 
well as the average number of minutes spent walking and/or 
biking on those days. The product of the two provides an 
estimate of the time spent in such exercise, which can be for 
both recreational and utilitarian purposes. 

Body mass index 
(BMI) 

To estimate BMI, each respondent’s self-reported weight (in 
kilograms) is divided by the square of the self-reported height 
(in meters).   

Functions of BMI 
related to obesity 

Possible functions include: 
• Respondent is “obese” [dummy for BMI >=30] 
• Respondent is “overweight” [dummy for BMI>=25] 
• Fraction overweight [max (BMI – 25)/25 , 0] 
• Fraction overweight squared 

 
Rather than just using BMI or obesity (BMI>=30) directly in analysis, there are reasons 
why it may be better to use some transformed function of that.  On the one hand, each 
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unit of BMI does not mean the same thing in terms of health. Increasing BMI from 18 
(underweight) to 20 (normal range) may actually decrease health risks, while increasing 
from 28 (overweight) to 30 (obese) will increase health risks. So, a simple linear measure 
of BMI may be misleading. On the other hand, since these data are self-reported, there 
may be a fair amount of response error and bias compared to more objectively measured 
data (e.g. height and weight from recent medical records).  So, picking one specific 
“cutoff” value of BMI may not be reliable in light of the potential error in the data (and in 
light of the fact that BMI is only an indicator of obesity, and not a true definition in 
itself). A truncated continuous function such as fraction overweight or fraction 
overweight squared may be most meaningful in terms of health risk, although it remains 
to be seen which measures give the best results in terms of model fit. 
 
Use of the results in PLACE3S 
The first step in using the results in places will be to judge the reasonableness of the 
elasticity results in light of previous research. There is very little prior evidence on most 
of these measures to judge against, but they can at least be judged for believability. In 
judging the elasticities and explaining them to users, it is important to remember that they 
reflect longer term changes that may be the result of various different types of behavioral 
shifts.  
 
Use of cross-sectional data to predict changes over time is a methodological issue that 
affects all facets of travel demand modeling, but becomes even more evident when 
analyzing land use effects, due to the slow rates of change of many of the phenomena 
being considered. For example, as development characteristics change in a neighborhood 
to make it more pedestrian-friendly, it may have some fairly immediate influence on the 
amount of walking that residents do, but most of the changes will probably take some 
time to manifest, as some people slowly change their activity patterns and exercise habits, 
some people may change where they work or shop, some other people may eventually 
choose to own fewer vehicles, and the new people who are attracted to live in the 
neighborhood may walk more than those people who decide to leave. It is usually 
assumed that cross-sectional elasticities reflect the full long-term effects, but this 
assumption can never be fully verified until we also have various types of longitudinal 
data (panel surveys, repeated cross-sections, time series data) to analyze. 
 
The second step in implementation will be to set up the methods for PLACE3S to 
calculate the buffer-based land use variables that are used in the models. PLACE3S 
already has the building blocks for these calculations at the parcel level, so the issue is 
one of how to combine them. PLACE3S does not include the full street network that was 
used to determine which parcels are within the 1 km walk distance boundary from each 
other parcel. We have considered three approaches in this regard: 
 

• Simply use the X-Y coordinate of each parcel, and estimate the walk distance to 
each other parcel using a coordinate-based distance calculation. This is a typical 
method for creating buffers, but is less informative than the street network-based 
method used to create the estimation data. This approximation of buffer 
boundaries could be improved a good deal by using one or two key indicators to 
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describe the street network in each neighborhood, such as the orientation of the 
street grid with respect to NSEW, and the density of street intersections. 

 
• For each parcel, read in a GIS-produced data file that contains a list of all other 

parcels that are within 1 km walk. Any buffer-related measures are then 
calculated by summing over those particular parcels in the list. 

 
For an entire urban region, the second approach may require too much GIS work and data 
transfer to be feasible, but it may be feasible to use it for small-area studies, in which case 
the greater accuracy could be valuable. The preferred solution would be for either of 
these approaches to be possible within the software, using the coordinate-based approach 
by default if the user does not supply a data file defining the buffers. 
 
We could also devise a third, intermediate approach which approximates the shape of the 
1 km walk distance buffer, but does not require exact information on which parcels are in 
the buffer and which are not. For example, one could save to a data file the distance from 
the parcel to the buffer boundary for each 15 degrees around the full circle, requiring only 
24 values to approximate the shape of the buffer. Using these values and XY coordinates, 
the calculation of which parcels are inside or outside the buffer is quite simple. 
 
It is likely that only the elasticities related to the land variables will be incorporated into 
PLACE3S. Although the model will also contain variables related to demographics, and 
PLACE3S can also incorporate some data on the types of households that live in specific 
neighborhoods, it is not recommended to use such variables within PLACE3S. Specific 
reasons include: 

• The demographic variables will be included in the models primarily as control 
variables, and will not be the main focus of the study. Thus, less attention will be 
paid to their accuracy and applicability than is the case for the land use variables. 

• For the base year, very few GIS databases contain information about such 
demographic variables that is accurate at any level smaller than a Census block, 
and even the accuracy at that level is questionable. 

• For forecast years, the inaccuracy in predicting changes in demographic 
distributions for small geographic areas is likely to be even larger.  

 
Use of the results when PLACE3S is applied in combination with a travel 
forecasting model 
One of the modes of operation of PLACE3S is to use a regional travel demand 
forecasting model to generate the travel-related effects of land use changes, rather than 
relying on the formulae embedded within PLACE3S to predict those effects. In this 
mode, PLACE3S becomes more of a display tool and less of a forecasting tool.  
 
There will be no need to apply the CO2 emissions elasticities produced in this study if a 
full travel forecast is run. It will be better to use the land use changes as input to the travel 
model, and then use the forecast trip matrices and traffic assignment directly to estimate 
CO2 emissions.  Note that this assumes that the travel model is adequately sensitive to 
land use and has good representations of the choice of non-motorized modes and 
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transit—assumptions that are questionable with some current travel models. (The PSRC 
regional model is above average in these regards when compared to most 4-step models, 
but is not state-of-the-art when compared to activity-based model systems using smaller 
zones or parcels, such as those used in San Francisco and Sacramento.)  
 
The relationships estimated in this study for BMI/obesity cannot be replaced by other 
relationships that use only travel model outcomes. Changes in land use can also affect 
exercise patterns and other lifestyle-related habits that are not fully reflected in travel 
diary data. To create useful models of physical activity that can be applied to travel 
model outcomes, models would need to be estimated using a combination of travel diary 
(or GPS) data and accelerometer data. Such a combined data set is not available for this 
study. 
 
 
References 
 
Frank, Lawrence, Sallis JF, Conway T, Chapman J, Saelens B, Bachman W (2006). 
“Multiple Pathways from Land Use to Health: Walkability Associations With Active 
Transportation, Body Mass Index, and Air Quality.” Journal of the American Planning 
Association Vol. 72 No. 1.  
 
Washington State Department of Transportation (2005).  Travel Behavior, Emissions, & 
Land Use Correlation Analysis in the Central Puget Sound.  Prepared by Lawrence Frank 
and Company, Inc., Mark Bradley, and Keith Lawton Associates.  Report no. WA-RD 
625.1. 
 

Developed by Larry Frank and Company, Inc. under contract to King County DRAFT 


